
Tensorize: Fast Synthesis of Tensor Programs from
Legacy Code using Symbolic Tracing, Sketching and

Solving
Alexander Brauckmann
University of Edinburgh

United Kingdom
alexander.brauckmann@ed.ac.uk

Luc Jaulmes
University of Edinburgh

United Kingdom
ljaulmes@ed.ac.uk

José W. de Souza Magalhães
University of Edinburgh

United Kingdom
jwesley.magalhaes@ed.ac.uk

Elizabeth Polgreen
University of Edinburgh

United Kingdom
elizabeth.polgreen@ed.ac.uk

Michael F. P. O’Boyle
University of Edinburgh

United Kingdom
mob@inf.ed.ac.uk

Abstract
Tensor domain specific languages (DSLs) achieve substan-
tial performance due to high-level compiler optimization
and hardware acceleration. However, to achieve such perfor-
mance for existing applications requires the programmer to
manual rewrite their legacy code in evolving Tensor DSLs.
Prior efforts to automate this translation face significant scal-
ability issues which greatly reduces their applicability to
real-world code.

This paper presents Tensorize, a novel MLIR-based com-
piler approach to automatically lift legacy code to high level
Tensor DSLs using program synthesis. Tensorize uses a sym-
bolic trace of the legacy program as a specification and au-
tomatically selects sketches from the target Tensor DSLs to
drive the program synthesis. It uses an algebraic solver to
rapidly simplify the specification, resulting in a fast, auto-
matic approach that is correct by design. We evaluate Ten-
sorize on several legacy code benchmarks and compare
against state-of-the-art techniques. Tensorize is able to lift
more code than prior schemes, is an order of magnitude
faster in synthesis time, and guarantees correctness by con-
struction.

CCS Concepts: • Software and its engineering→ Retar-
getable compilers; Source code generation.
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1 Introduction
High-level, domain specific languages (DSLs) provide easy
access to high performance. In the particular domain of ten-
sor computation, highly engineered compiler tool-chains are
able to efficiently map programs to heterogeneous hardware.
While compilers can deliver high performance for lan-

guages and frameworks such as NumPy [28], PyTorch [41],
TensorFlow [1], JAX [18], and MLX [27], they are less suc-
cessful with lower-level programs written in C and Python.
To access greater performance, programmers must manu-
ally rewrite their existing code in evolving high-level Tensor
DSLs. Manual rewriting or porting is, however, an error-
prone and time-consuming activity that prevents the large
body of pre-existing legacy code benefiting from emerging
specialized accelerators.

Given this barrier, there have been a number of attempts
at automatically translating, or lifting legacy code to higher-
level DSLs. Unfortunately, such approaches are either highly
restricted, do not guarantee correctness, or cannot scale to
complex tensor programs. Furthermore, they are limited in
the source and target programming languages they consider.

1.1 Existing Schemes
Current approaches can be broadly classified into pattern-
matching based compilation, bottom-up enumerative pro-
gram synthesis, and invariant-based verified lifting.

Pattern Matching. MultiLevelTactics [21] is a compiler-
based scheme that raises operations written in a lower-level
language, here the affine MLIR dialect, into a higher one,
Linalg IR. It is well defined, has the advantage of being fast
and shows significant speedup on certain benchmarks. This
approach, however, requires domain-specific matching rules,
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Python Program

Affine IR (MLIR)

affine.for %arg6 = 0 to 150 {
  affine.for %arg7 = 0 to 140 {
    affine.for %arg8 = 0 to 160 {
      affine.store %cst, %arg5[%arg8]
      affine.for %arg9 = 0 to 160 {
        %0 = affine.load 
            %arg3[%arg6, %arg7, %arg9]
        %1 = affine.load 
            %arg4[%arg9, %arg8]
        %2 = arith.mulf %0, %1 : f64
...

HLO IR (MLIR)

NumPy DSL

Numba-MLIR Tensorize

for x in range(data.shape[1]):
  mean[x] = 0.0
  for k in range(data.shape[0]):
    mean[x] += data[k][x]
  mean[x] /= data.shape[0]

for i in range(data.shape[1]):
  for j in range(data.shape[1]):
    cov[i][j] = 0.0
    for k in range(data.shape[0]):
      cov[i][j] += 
          (data[k][i] - mean[i])
          * (data[k][j] - mean[j])
    cov[i][j] /= data.shape[0] - 1.
    cov[j][i] = cov[i][j]

C Program
for (int i=0; i<I; i++) {
  mean[x] = 0.0
  for (int k=0; k<K; k++:
    mean[x] += data[k][x]
  mean[x] /= J
...

Polygeist Tensorize

1

2

3

4

5

6

mean = np.sum(data, axis=0) / data.shape[0]
data = data - mean

cov = np.dot(data.T, data)
cov = cov / (data.shape[0] - 1.)

%0 = stablehlo.constant dense<0.000000e+00>
%1 = stablehlo.reduce(%arg1 init: %0) across 0 
  : (tensor<1400x1200xf32>, tensor<f32>)
  -> tensor<1200xf32>
 reducer(%arg2: tensor<f32>, %arg3: tensor<f32>) {
  %9 = stablehlo.add %arg2, %arg3
  stablehlo.return %9 : tensor<f32>
 }
%2 = chlo.broadcast_divide %1, %arg0 
  : (tensor<1200xf32>, tensor<f32>) 
  -> tensor<1200xf32>

Figure 1. Tensorize lifts C and Python code to Tensor DSLs, such as NumPy or MLIR HLO, enabling significant speedups.

which are also dialect specific. These have to be manually
added for each new code pattern and dialect and, as we show
in section 8, is both restricted and not a scalable solution.

Enumerative Program Synthesis. There have been sev-
eral attempts at an alternative approach which searches the
target-program grammar to find programs whose behavior
matches the low-level program. They employ bottom-up
enumeration to generate high-level programs of increasing
length [36, 48]. MlirSynth [20] uses this approach within
MLIR [35] to lift programs represented in a low-level affine
IR dialect to the higher-level HLO IR. These approaches suf-
fer from the fundamental problem of bottom-up enumerative
search, namely search time growing exponentially with tar-
get program length. Furthermore, input-output examples
are used as specifications, which is both costly to evaluate
and cannot guarantee correctness over all valid inputs. It is
therefore not scalable and does not ensure correctness.

Verified Lifting. This is another approach applying pro-
gram synthesis techniques to lifting, which proves that source
and target programs are equivalent by synthesizing an induc-
tive loop invariant as well as the target program. Early work
successfully lifted Fortran code to the Halide DSL [31]. Later
work considered other domains [5] and reformulated the
approach within a new LLVM framework [15]. One draw-
back is that the user must define all semantics of source
and target language within a specialized language, making
porting to new targets non-scalable. The most recent work
Tenspiler [43] targets tensor DSLs. However, as we show in
section 8.3 it also suffers from exponential scalability. In an
attempt to mitigate this, Tenspiler relies upon very strong,
hand-coded, heuristics to reduce the search space. However,
this comes at the cost of decreased generality, significantly
reducing the number of programs it can successfully lift to
tensor code.

1.2 Our Approach
Tensorize exploits the power of existing MLIR infrastruc-
ture to lift currently supported low-level languages into any
supported tensor target, without additional user effort. It is
highly scalable, utilizing a novel synthesis algorithm pow-
ered by an algebraic solver. It is guaranteed correct by con-
struction, using symbolic equivalence to derive target pro-
grams. It is robust, does not require hand-crafted search
heuristics, and is able to lift more programs than all existing
approaches.
Programs, once compiled to MLIR, are symbolically ex-

ecuted to generate an expression that forms our synthe-
sis specification. This novel use of symbolic expression as
specification allows the source and target programs to be
described in the same representation, enabling algebraic
equational reasoning and robust normalization of different
syntactic forms of the same computation.

We automatically derive symbolic sketches from the target
language/dialect. These are outlines of partial programs that
we iteratively refine to a complete program. Given these sym-
bolic sketches and the symbolic expression as specification,
we use a solver to determine which of the sketches simplifies
the specification the most and choose it as the specification
for the next synthesis step. This proceeds until a complete
equivalent program is found. Any complete program found
is correct by construction.
This recursive sketch and solve approach finds solutions

an order of magnitude faster than enumerative synthesis
schemes, as it decomposes the synthesis problem into smaller
subproblems. Despite the space of possible Tensor DSL pro-
grams increasing exponentially with the length of the pro-
gram, Tensorize, in practice, solves the benchmarks with
a runtime that is approximately linear with respect to the
number of operations in the target programs, a significant
achievement.
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def f(A, B, C):
  r = 0

  for i in range(N)
    r += A[i]*B[i]

  return r + C

Synthesis by
Algebraic Simplification

MLIR TableGen,
Tensor DSL G

Symbolic
Sketch

Generation

A1*B1 + A2*B2
 

+ … + An*Bn
 

+ C

Symbolic
Sketches

NumPy,
MLIR Linalg,
MLIR HLO,
…

Input Program Pin Symbolic Expression 
SymIn

add(??, C), dot(A,B)  

Tensor Program

Python,
C
…

add

Symbolic Algebraic Solver

add(??, C) 
  → ?? + C

add(A, ??) 
  → A1 + ??

mul(B, ??) 
  → B1 * ??

dot(A,B) 
  → A1*B1 + A2*B2 
       + … + An*Bn

mul

dot
…

…
Grammar

Enumerator

Symbolic
Program
Capturing

add(dot(A, B), C)

Figure 2. Overview of the Tensorize Synthesis Flow.

1.3 Contributions
This paper makes the following contributions:
• A novel scalable synthesis algorithm that uses an algebraic

solver to lift programs from symbolic traces.
• A synthesizing, correct by construction MLIR-based lifter

targeting IRs and Tensor DSLs.1
• A large scale systematic evaluation of state of the art tensor

program lifting.
• Faster synthesis times and greater coverage than existing

techniques.
• 4.1× to 4102× geo-mean speedups on a range of platforms.

2 Motivating Example
Tensorize is implemented as an MLIR tool, which enables
it to support various legacy programming languages as in-
put. As an example, consider PolyBench’s Python and C
implementations [3, 42] of the covariance computation in 1

and 2 of Figure 1. While they are straightforward, they are
not optimized for performance. To improve efficiency, de-
velopers can apply parallelization techniques – either by
manually annotating parallelizable loops using frameworks
like Numba [33] or through automatic parallelizing compil-
ers like Polly [26].

As shown in 6 of Figure 1, this results in speedups of 29×
(Numba-Parallel) and 148× (Polly-Parallel) over the LLVM
-O3 sequential baseline (lowered to LLVM through Clang
and Numba) on an AMD Ryzen 9 7950X.

2.1 Tensorize: Lifting for Performance
Tensorize takes a different approach. Rather than paralleliz-
ing and lowering the program to hardware, it first lifts the
code to a high-level Tensor DSL. This is achieved in a fully
automatic way, by compiling it to MLIR’s affine IR using
the Polygeist (C) or Numba-MLIR (Python) frontends. The
affine IR code 3 is then lifted to an equivalent Tensor DSL
program, as shown in 4 and 5 of Figure 1. We then lever-
age the power of Tensor DSL compilers, in this case NumPy,
which results in a speedup of 436×.

1Tensorize source code: https://doi.org/10.5281/zenodo.14095398.

3 Overview
Tensorize lifts low-level source programs to high-level Ten-
sor programs based on two key insights. Firstly, we use sym-
bolic execution to generate both the source specification and
the potential target program in the same symbolic represen-
tation. Secondly, we use program sketches to iteratively sim-
plify our synthesis specification. Crucially, we use a solver
operating on a common symbolic representation to deter-
mine whether a sketch does simplify the specification. The
approach of Tensorize, as shown in Figure 2, consists of
three main stages:

Capturing the Symbolic Program. The source program,
𝑃𝑖𝑛 is compiled into MLIR using Polygeist [39] (C) or Numba-
MLIR [30] (Python). These frontends generate representa-
tions in the affine IR dialect, which models affine static
control-flow programs, where loop bounds and conditions
are affine relations of the inputs. Only programs that are
representable in this dialect are candidates for lifting to a
higher-level Tensor DSL. The source program is symbolically
executed to obtain an expression, 𝑆𝑦𝑚𝑖𝑛 (Section 4). For ex-
ample, the Python program 𝑃𝑖𝑛 on the left of Figure 2, which
calculates a vector dot product and an addition, is translated
into affine IR and symbolically executed to give the symbolic
expression: 𝑆𝑦𝑚𝑖𝑛 = 𝐴1𝐵1 +𝐴2𝐵2 + · · · +𝐴𝑛𝐵𝑛 +𝐶 .
This symbolic expression is the source specification for

the synthesis algorithm.

Generating Symbolic TensorDSL Sketches. Wegenerate
sketches that are automatically derived from the target Ten-
sor DSL grammar (Section 5). Sketches are short programs
with symbolic placeholder variables ?? in place of certain
inputs. We symbolically execute each sketch on a combina-
tion of symbolic placeholder variables and program inputs to
generate a set of expressions referred to as symbolic sketches.
The placeholder variables are used as extension points for
later program synthesis. Having the sketches in the same
representation as the target program enables step-wise sim-
plification of the synthesis specification. The generation of
sketches is a one-time effort for each target DSL of interest.
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Figure 3. Capturing the symbolic representation of the 2nd part of the covariance computation from Figure 1 box 1 by
executing it on symbolic tensors A, B which correspond to data and mean respectively.

On the right-hand-side of Figure 2, short programs from
the target dialects are symbolically executed with place-
holder variables to give symbolic sketches. As an example,
add(A,B) is a program that adds two tensors, 𝐴 + 𝐵. If we
replace B with a symbolic variable or hole ?? , then we have
a program sketch with a symbolic expression 𝐴 + ?? , where
?? can be a concrete expression such as 𝐶 ∗ 𝐷 or another
sketch such as 𝐶 ∗ ?? .
The symbolic language for sketches is the same as that

used for source specification, allowing algebraic simplifica-
tion during the synthesis.

Synthesis Driven byAlgebraic Simplification. The core
of Tensorize’s synthesis method is a novel top-down syn-
thesis algorithm (Section 6), which uses algebraic solving to
determine which sketches are useful. By solving symbolic
algebra problems, we incrementally refine the specification
by substituting in the symbolic sketch, and then recurse on
emerging symbolic hole expressions. This process continues
until a complete program is constructed that is equivalent
to the specification.
In Figure 2, each of the 4 potential symbolic sketches is

matched to the symbolic expression and a symbolic solver is
invoked to determine the sketch that most reduces the source
expression. This is applied incrementally, first producing
add( ??,C), then dot(A,B). In combination they result in
the Tensor DSL program add(dot(A,B),C).

4 Symbolic Program Capturing
Translating the input program 𝑃𝑖𝑛 into a symbolic repre-
sentation 𝑆𝑦𝑚𝑖𝑛 enables the incremental synthesis of the
equivalent Tensor program.

After initialization, we commence symbolic execution act-
ing on symbolic inputs. We currently restrict attention to
static control-flow programs representable in affine IR. Ex-
ecution begins with the set of initial symbolic inputs and
evaluates the program statements using the symbolic vari-
ables. At the end of execution, instead of a concrete output
value, the result, 𝑆𝑦𝑚𝑖𝑛 , will be a symbolic expression over
the input symbols.
As an example consider, the second part of the program

in Figure 1, box 1 . The corresponding symbolic execution

traces are shown in Figure 3, using symbolic tensors 𝐴 and
𝐵 as inputs to data and mean. On symbolic execution of the
triple loop nest, we obtain for instance for 𝑐𝑜𝑣00 the symbolic,
algebraic expression ((𝐴0,0−𝐵0) (𝐴0,0−𝐵0)+(𝐴1,0−𝐵0) (𝐴1,0−
𝐵0) + · · · + (𝐴𝑚−1,0−𝐵0) (𝐴𝑚−1,0−𝐵0))/𝐶 and for 𝑐𝑜𝑣𝑚−1,𝑚−1
the symbolic expression ((𝐴0,𝑚−1 − 𝐵𝑚) (𝐴0,𝑚−1 − 𝐵𝑚) +
(𝐴1,𝑚−1−𝐵𝑚) (𝐴1,𝑚−1−𝐵𝑚)+· · ·+(𝐴𝑛−1,𝑚−1−𝐵𝑚−1) (𝐴𝑛−1,𝑚−1−
𝐵𝑚−1))/𝐶 .

This symbolic expression is the specification of the origi-
nal program and any lifted program must be algebraically
equivalent to it.

5 Symbolic Sketch Generation
Our core algorithm builds on synthesis by sketching [51].
In conventional sketching synthesis, the user provides a
sketch, i.e., a program with holes, and the solver searches for
expressions to fill the holes such that the program satisfies
the provided specification. In our approach, we automatically
generate the sketches, and iteratively search for sketches that
incrementally simplify the symbolic specification.

5.1 Target Grammar
We use MLIR’s TableGen dialect definitions to automati-
cally construct a target grammar that over-approximates the
language of valid expressions [20]. This grammar is then
enumerated to generate potential target sketches.

The grammar is context-free, and so production rules can
be applied to non-terminal symbols, regardless of context.
As MLIR dialects are not normally context-free, this gram-
mar over-approximates the space of semantically correct
programs. Hence, some generated programs are not valid,
and we use MLIR’s static checks to filter these out. As an
example while reduce(A) across 5, is a syntactically correct
program, it is semantically incorrect if A is a 2D tensor.
The semantics are captured by using existing MLIR com-

piler passes, that lower the sketches into an abstraction com-
patible with SymPy’s operational semantics, which enables
symbolic execution.

Given that NumPy also is an important Tensor DSL, but is
currently not available as an MLIR dialect, we have provided
a NumPy target grammar as well and use the lowerings from
NumPy to MLIR from the JAX compiler [18].
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Algorithm 1 Sketch Generation using Bottom-Up Enumer-
ation of Grammar
1: function GenSketches(𝑓 , 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 , 𝑑𝑒𝑝𝑡ℎ = 2)
2: 𝑆 ← constants and program inputs
3: for 𝑑 = 1 to 𝑑𝑒𝑝𝑡ℎ do
4: for 𝑜𝑝 in 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do
5: 𝑜𝑝𝑛𝑑𝑠 ← filterTypes(𝑆, 𝑜𝑝)
6: 𝑎𝑡𝑡𝑟𝑠 ← genAttrs(𝑜𝑝)
7: for 𝑠 in cartesianProduct(𝑜𝑝𝑛𝑑𝑠 , 𝑎𝑡𝑡𝑟𝑠) do
8: if not staticCheck(𝑠) then
9: continue
10: 𝑆 ← 𝑆 ∪ 𝑠
11: for 𝑠 ∈ 𝑆 do
12: for 𝑥𝑖 ∈ occurrences of 𝑥1, . . . 𝑥𝑛 in 𝑠 do
13: 𝑆 ← 𝑠 [𝑥𝑖/𝑣1]
14: for 𝑥 𝑗 ∈ occurrences of 𝑥1, . . . 𝑥𝑛 in 𝑠 do
15: if 𝑥𝑖 ≠ 𝑥 𝑗 then
16: 𝑆 ← 𝑠 [𝑥𝑖/𝑣1, 𝑥 𝑗/𝑣2]
17: 𝑆𝑘 ← ∅
18: for 𝑠 ∈ 𝑆 do
19: 𝑆𝑘 ← (𝑠, SymEx(𝑠))
20: return 𝑆𝑘

Program stubs

Sketches

divide(𝐴, 𝐵)

(𝐴0,0
𝐵
· · ·

...
. . .

)
SymEx

divide(𝐴, 𝑉 )

(𝐴0,0
𝑉
· · ·

...
. . .

)
SymEx

divide(𝑉 , 𝐵)

(𝑉0,0
𝐵
· · ·

...
. . .

)
SymEx

divide(𝑉 , 𝑌 )

(𝑉0,0
𝑌
· · ·

...
. . .

)
SymEx

Figure 4. Example generation of symbolic program stubs
and sketches for two Tensor DSL operations.

5.2 Sketch Generation
We begin by generating a set of program stubs. A program
stub is a short but complete program derived from the gram-
mar containing only terminal symbols. Sketches are created
by systematically replacing terminal symbols with place-
holder variables.
The sketch generation, detailed in Algorithm 1, starts by

generating all program stubs with a parse tree of depth at
most 3, i.e., that can be enumerated with no more than 2 iter-
ations of the algorithm’s outer loop. Note that this does not
limit us to synthesizing only programs of depth 3, because
our synthesis algorithm combines multiple sketches together.
This enumeration algorithm starts with all program stubs
that are constants or inputs. At each iteration, it combines
operations with previously generated stubs to generate more
complex ones. We then use MLIR’s static checks to discard
any program stubs that are invalid Tensor programs.

We then use our set of program stubs to generate sketches
that contain holes that can be expanded.

Definition 5.1 (Tensor DSL Sketches). We define a sketch
to be the result of taking a program stub 𝑠 and replacing zero
or more concrete terminals in the stub with fresh symbols
that can be replaced with other program stubs.
As an example consider Figure 4. Here the terminal sym-

bols tensor 𝐴 and scalar 𝐵 are replaced with symbolic vari-
ables 𝑉 and 𝑌 which act as placeholders to be replaced by
other stubs. For instance 𝑉 could be replaced with 𝑎𝑑𝑑 (𝑥, 𝑧)
and 𝑌 replaced with 𝑝𝑜𝑤𝑒𝑟 (𝑤, 2) where 𝑥,𝑦,𝑤 are scalars or
any other program stub. Executing sketches results in sym-
bolic expressions that additionally contain the new place-
holder variables, here 𝑉 and 𝑌 .

The symbols that appear in the sketch can be considered
as "holes" that can be later expanded. Thus, a sketch is an
expression

𝑠 [𝑥𝑖/𝑣𝑖 , 𝑥 𝑗/𝑣 𝑗 , . . .],
where:
• 𝑠 is a valid expression in the grammar 𝐺 ,
• {𝑥𝑖 , 𝑥 𝑗 , . . .} is a subset of the program terminal vari-
ables, i.e., 𝑥𝑖 , 𝑥 𝑗 , . . . ∈ {𝑥1, . . . , 𝑥𝑛},
• {𝑣𝑖 , 𝑣 𝑗 , . . .} is a set of fresh symbols (referred to as
placeholder variables), and
• 𝑒 [𝑥/𝑣] denotes the result of replacing all occurrences
of 𝑥 in expression 𝑒 with 𝑣

Each sketch is also accompanied by a symbolic sketch that
results from symbolically executing the sketch.

For each program stub, we generate all possible sketches
that can be generated by replacing the inputs with place-
holder variables. We use the symbolic sketches to guide our
synthesis but we keep the mapping to the corresponding
sketches in the Tensor DSL, in order to reconstruct the Ten-
sor DSL program at the end of the synthesis process.

6 Synthesis by Symbolic Simplification
Instead of searching for a program in the target grammar
𝐺 that is equivalent to our full input specification 𝑆𝑦𝑚𝑖𝑛 ,
we incrementally search simplifying sketches. A simplifying
sketch is one where substituting an expression in place of
the placeholder variables results in a simpler expression than
the input specification expression.

Our method is similar to classic top-down search methods
synthesis [8], but our search is guided by selecting sketches
that reduce the complexity of the specification.

Example of Sketch Simplification. Figure 5 shows an
example of the synthesis algorithm. The input specification is
the full symbolic expression of the input program (shown in
detail in Figure 3). For simplicity, we show only the left-most
element (𝐴0,0−𝐵0) (𝐴0,0−𝐵0) + (𝐴1,0−𝐵0) (𝐴1,0−𝐵0))/𝐶 . The
synthesis algorithm begins by selecting the sketch div(X,C),
which simplifies the expression by removing the divisor C,
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𝑐𝑜𝑣 =

(
((𝐴0,0 − 𝐵0) (𝐴0,0 − 𝐵0) + (𝐴1,0 − 𝐵0) (𝐴1,0 − 𝐵0))/𝐶 · · ·

...
. . .

)

𝑐𝑜𝑣 = div(

(
(𝐴0,0 − 𝐵0) (𝐴0,0 − 𝐵0) + (𝐴1,0 − 𝐵0) (𝐴1,0 − 𝐵0) · · ·

...
. . .

)
, C)

𝑐𝑜𝑣 = div(tensordot(

(
𝐴0,0 − 𝐵0 · · ·

𝐴1,0 − 𝐵0
. . .

)
, A - B, axes=(0, 0)), C)

𝑐𝑜𝑣 = div(tensordot(A - B, A - B, axes=(0, 0), C))

A - B
𝐴0,0 − 𝐵0

tensordot(X, A - B, axes=(0, 0))
𝑋0,0 (𝐴0,0 − 𝐵0) + 𝑋1,0 (𝐴1,0 − 𝐵0)

div(X, C)
𝑋0,0/𝐶

Tensor DSL sketch:
Symbolic sketch:

Figure 5. Example expansion tree of the synthesis algorithm.
Using the sketches on the edges, the symbolic expressions
are incrementally transformed into a Tensor program . Re-
cursive expansion proceeds until symbolic expressions are
eliminated.

resulting in (𝐴0,0 − 𝐵0) (𝐴0,0 − 𝐵0) + (𝐴1,0 − 𝐵0) (𝐴1,0 − 𝐵0).
This simplification produces a partial Tensor DSL program
and a reduced specification.
n The algorithm then recurses using the simplified spec-

ification, progressively translating the symbolic specifica-
tion to a Tensor program, until the specification matches a
leaf sketch. In this example, the sketch tensordot(X, A-B,
axes=(0,0)) is selected next, as it further simplifies the
expression to 𝐴0,0 − 𝐵0. The simplified expression finally
matches the symbolic expression of the leaf sketch A-B.

The resulting Tensor DSL program is div(tensordot(A-B,
A-B, axes=(0,0),C)), which is symbolically equivalent to
the input program.

Definition 6.1 (Simplifying Sketches). We have a speci-
fication of the form ∃𝑓 .∀®𝑥 .𝑓 ( ®𝑥) = 𝑆𝑝𝑒𝑐 , where 𝑆𝑝𝑒𝑐 is an
expression that reasons about the variables ®𝑥 . 𝑆𝑝𝑒𝑐 is derived
from symbolic execution of the source program. A symbolic
sketch is an expression 𝑠 that contains the input variables
®𝑥 and one or more placeholder variables ®𝑣 = {𝑣1, . . . 𝑣𝑛}. A
simplifying sketch is a sketch such that:

∃𝑒1, . . . 𝑒𝑛, 𝑠 [𝑣1/𝑒1, . . . 𝑣𝑛/𝑒𝑛] = 𝑆𝑝𝑒𝑐 , and

1
𝑛

𝑛∑︁
𝑖=1
|𝑣𝑎𝑟 (𝑒𝑖 ) |𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑒𝑖 ) < |𝑣𝑎𝑟 (𝑆𝑝𝑒𝑐) |𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑆𝑝𝑒𝑐)

where:
• 𝑒1 . . . 𝑒𝑛 are expressions that can be used to replace
placeholder variables in 𝑠 to make 𝑠 equivalent to 𝑆𝑝𝑒𝑐 ,
• 𝑠 [𝑣1/𝑒1, . . . 𝑣𝑛/𝑒𝑛] indicates the result of substituting
𝑣1 for 𝑒1, 𝑣2 for 𝑒2 etc., in the sketch 𝑠 ,
• |𝑣𝑎𝑟 (𝑒) |, and |𝑣𝑎𝑟 (𝑆𝑝𝑒𝑐) | are the number of unique
program inputs in each expression, and

(
𝐴0,0 + 𝐵0,0 𝐵0,1
𝐴1,0 + 𝐵1,0 𝐴1,1 + 𝐵11

)
(
𝐴0,0 0
𝐴1,0 𝐴1,1

)add(X, B)

𝑆𝑖𝑚𝑝 = 3
(
𝐴0,0 𝑀𝑎𝑠𝑘𝑒𝑑

𝐴1,0 𝐴1,1

)where(tri(X),B,0)

𝑆𝑖𝑚𝑝 = 2.25
𝑆𝑖𝑚𝑝 = 7

Figure 6. Example of simplifying sketches and their simpli-
fication scores.

• 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑒) and 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑆𝑝𝑒𝑐) are the average density
values for all tensors/matrices in each expression, i.e.,
the proportion of elements in all tensor/matrices that
are not masked. This is relevant for Tensor DSL opera-
tions that apply irregular updates to the specification.

We refer to 𝑆𝑖𝑚𝑝 (𝑠) = 1
𝑛

∑𝑛
𝑖=1 |𝑣𝑎𝑟 (𝑒) |𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑒) as the

simplifying score for a sketch 𝑠 . We refer to 𝑒1 . . . 𝑒𝑛 as the
simplifying expressions that correspond to the simplifying
sketch 𝑠 . Note that the simplifying expressions will never
contain any placeholder variables.

Example of Simplification Score. Consider the example
in Figure 6 of a tensor with symbolic expressions as speci-
fication. The initial specification on the top has a score of
7, as it has |{𝐴0,0, 𝐴1,0, 𝐴1,1, 𝐵0,0, 𝐵0,1, 𝐵1,0, 𝐵1,1}| = 7 unique
symbols in a full tensor. Applying a addition sketch would
result in a simplification score of |{𝐴0,0, 𝐴1,0, 𝐴1,1}| = 3, there-
fore qualifies as a simplifying sketch. The masking sketch
however masks one element in the resulting tensor, there-
fore has a reduced density of 3

4 , resulting in a better score of
|{𝐴0,0, 𝐴1,0, 𝐴1,1}| ∗ 3

4 = 2.25.

6.1 Synthesis Algorithm
Our synthesis algorithm iteratively searches for simplifying
sketches, and updates the specification using these sketches,
until a complete program is found. The core algorithm is
shown in Algorithm 2.
Let us consider first the case where each sketch contains

only one symbolic variable to be substituted. Let 𝑆𝑝𝑒𝑐𝑖 de-
note the specification at iteration 𝑖 , 𝑠𝑖 denote the simplifying
sketch found in iteration 𝑖 , 𝑒𝑖 denote the corresponding sim-
plifying expression, and 𝑣𝑖 denote the placeholder variable
in 𝑠𝑖 . We initialize the loop with 𝑆𝑝𝑒𝑐 = 𝑆𝑦𝑚𝑖𝑛 , and a set of
sketches 𝑆𝑘 , generated as per the description in Section 5.
In each iteration, we iterate through all sketches in 𝑆𝑘

and check whether they are simplifying sketches. If they
are simplifying sketches, we rank them according to their
simplifying score. We take the sketch with the lowest value
for 𝑆𝑖𝑚𝑝 (𝑠) to be 𝑠𝑖 , and its corresponding expression 𝑒 to
be 𝑒𝑖 . We then recursively call the synthesis process with an
updated 𝑆𝑝𝑒𝑐 = 𝑒𝑖 , to search for a sketch that simplifies 𝑒𝑖 .
If the sketch found is complete, i.e., contains no placeholder
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Algorithm 2 Core Synthesis Algorithm
1: function synthesize(𝑓 ,𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠)
2: 𝑠𝑝𝑒𝑐 ← symEx(𝑃𝑖𝑛)
3: 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠 ← genSketches(𝑃𝑖𝑛,𝐺)
4: 𝑝𝑟𝑜𝑔, ℎ𝑖𝑠𝑡𝑜𝑟𝑦 ← symSketch(𝑠𝑝𝑒𝑐, 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠, 0, {})
5: return buildAST(𝑝𝑟𝑜𝑔, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)

variables, we return the expression:

𝑠0
[
𝑣0

/
𝑠1

[
𝑣1

/
𝑠2

[
𝑣2/𝑠3 [𝑣3/. . . 𝑠𝑖 ]

] ] ]
This is the expression obtained by recursively substituting

the symbolic variables with the sketches obtained over all
iterations 0 to 𝑖 , assuming that a complete programwas found
at iteration 𝑖 . If no complete program (without holes) is found
before we hit a pre-defined depth bound, we backtrack and
explore the sketch with the next-best simplifying score.

Sketches with Multiple Holes. The algorithm can be sim-
ply extended to sketches with multiple holes, by calculating
the 𝑆𝑖𝑚𝑝 score across all holes in the sketch, and iteratively
handling the holes one by one when we update the specifi-
cation (cf. Algorithm 3).

6.2 Symbolic Solving
Our approach is enabled by a symbolic solver that can find
the expressions 𝑒1 . . . 𝑒𝑛 in the equation 𝑠 [𝑣1/𝑒1, . . . 𝑣𝑛/𝑒𝑛] =

𝑆𝑝𝑒𝑐 . We first apply a static check that discards sketches
that do not contain any overlapping variables and therefore
cannot possibly simplify the specification. We then select
sketches to consider using simple pattern matching. If no
sketch is found at this point, the above query is solved using
SymPy [38], a symbolic solver for systems of linear and
polynomial equations. SymPy treats all numbers as reals,
and so our results are guaranteed to be equivalent based on
this assumption but may not preserve IEEE floating point
equivalence. Through combining static checks and pattern
matching with symbolic equation solving, we are able to
optimize the runtime of the synthesis process.

Example of Solver Usage. Consider the specification ex-
pression 2𝐴 + 2𝐵 and a sketch 2𝑣 . To find the expression to
be in the placeholder of this sketch, we create the symbolic
equation: 2𝐴 + 2𝐵 = 2𝑣 . Solving for 𝑣 gives: 𝑣 = 𝐴 + 𝐵.

In this case, a symbolic solver is required, because a syntatic
pattern matcher would’ve failed on the syntactic differences.

6.3 Correctness Guarantees
Tensorize is sound, i.e., any result returned by the syn-
thesis algorithm is guaranteed to be correct, provided we
assume that 1) the symbolic execution accurately and fully
captures the behavior of the input program and the sketches;
and 2) the symbolic solver called at line 5 and line 10 of
Algorithm 3 is sound and never returns an incorrect result.

Algorithm 3 Synthesis Driven by Simplifying Sketches
1: function symSketch(𝑆𝑝𝑒𝑐 , 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠 , 𝑑𝑒𝑝𝑡ℎ, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)
2: if 𝑑𝑒𝑝𝑡ℎ > 𝑙𝑖𝑚𝑖𝑡 then
3: return nil
4: for (𝑠, 𝑛) in 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠 do
5: if isComplete(𝑠) ∧ 𝑠 |= 𝑆𝑝𝑒𝑐 then
6: ℎ𝑖𝑠𝑡𝑜𝑟𝑦 ← {ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝑛};
7: return (𝑠, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)
8: 𝑄 ← ∅ ⊲ Queue of sketches
9: for (𝑠, 𝑛) in 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠 do
10: if ∃𝑒1, . . . 𝑒𝑛 .𝑠 [𝑣1/𝑒1, . . . 𝑣𝑛/𝑒𝑛] |= 𝑆𝑝𝑒𝑐 then
11: 𝑆𝑖𝑚𝑝 ← 1

𝑛

∑𝑛
𝑖=1 |𝑣𝑎𝑟 (𝑒𝑖 ) | ∗ 𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 (𝑒𝑖 )

12: if 𝑆𝑖𝑚𝑝 < |𝑣𝑎𝑟 (𝑆𝑝𝑒𝑐) | ∗𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 (𝑆𝑝𝑒𝑐) then
13: 𝑞 ← (𝑆𝑖𝑚𝑝, (𝑠, 𝑛), [𝑣1 . . . 𝑣𝑛], [𝑒1 . . . 𝑒𝑛])
14: 𝑄 ← 𝑄 ∪ 𝑞
15: while 𝑄 ≠ ∅ do
16: (𝑆𝑖𝑚𝑝, (𝑠, 𝑛), 𝑣𝑎𝑟𝑠, 𝑒𝑥𝑝𝑟𝑠) ← 𝑄.𝑝𝑜𝑝 ()
17: ℎ𝑖𝑠𝑡𝑜𝑟𝑦 ← {ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝑛}, 𝑛𝑒𝑥𝑡ℎ ← {}, 𝑝𝑟𝑜𝑔← 𝑠

18: 𝐹𝑎𝑖𝑙𝑒𝑑 ← 𝑓 𝑎𝑙𝑠𝑒

19: for 𝑖 ∈ {1 . . . 𝑛} do
20: (𝑛𝑒𝑤𝐸𝑥𝑝𝑟, ℎ) ←

symSketch(𝑒𝑥𝑝𝑟𝑠 [𝑖], 𝑠𝑘𝑒𝑡𝑐ℎ𝑒𝑠, 𝑑𝑒𝑝𝑡ℎ + 1, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)
21: if 𝑛𝑒𝑤𝐸𝑥𝑝𝑟 |= 𝑛𝑖𝑙 then
22: 𝐹𝑎𝑖𝑙𝑒𝑑 ← 𝑡𝑟𝑢𝑒

23: ℎ𝑖𝑠𝑡𝑜𝑟𝑦.𝑝𝑜𝑝 ()
24: break
25: else
26: 𝑝𝑟𝑜𝑔← 𝑝𝑟𝑜𝑔[𝑣𝑎𝑟𝑠 [𝑖]/𝑛𝑒𝑤𝐸𝑥𝑝𝑟 ]
27: 𝑛𝑒𝑥𝑡ℎ ← {𝑛𝑒𝑥𝑡ℎ, ℎ}
28: if not 𝐹𝑎𝑖𝑙𝑒𝑑 then
29: ℎ𝑖𝑠𝑡𝑜𝑟𝑦 ← {ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝑛𝑒𝑥𝑡ℎ}
30: return (𝑝𝑟𝑜𝑔, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)
31: return 𝑛𝑖𝑙

Assumption 1 holds provided the input program does not
contain data-dependent control flow (an exception are se-
lection statements), and the input data structures are large
enough to fully capture the behavior of the program. Addi-
tionally, note that symbolic execution effectively captures
runtime program state, including aliasing and loop-carried
dependencies. Assumption 2 holds for real arithmetic, but
does not hold for IEEE floating-point semantics, which are
also not preserved by aggressive compiler optimization.

7 Experimental Setup
This sections describes the experimental methodology used
to evaluate Tensorize.

7.1 Benchmarks
We selected the union of all benchmarks used in the most
recent closest related works on Tensor DSL lifting [20, 36, 43]
with no cherry-picking. The total of 99 C benchmarks can be
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grouped into 11 categories as shown in Table 1, all of which
can be expressed in Tensor DSLs. They vary significantly in
complexity, such as the number of combined operations or
the loop depth, thus provide a comprehensive benchmark of
the accuracy and scalability of Tensorize and other lifting
methods.

7.2 Lifting Methods
To critically evaluate Tensorize, we selected representa-
tive alternative lifting approaches and compared against di-
rect LLVM compilation and Polly parallelizing compilation.
Each selected lifting method represents the state-of-the-art
in pattern matching, bottom-up enumerative synthesis and
verified lifting.
• LLVM-O3:General-purpose lowering compiler, at highest

optimizaiton level [34].
• Polly: Polyhedral cache and parallelism optimizing com-

piler [26]. Reported best of -polly and -polly-parallel.
• MultiLevel Tactics: Pattern matching MLIR lifter [21].
• MlirSynth: State-of-the-art bottom-up synthesizer for
MLIR dialects [20].
• Tenspiler: State-of-the-art verified lifting synthesizer for
Tensor DSLs [43].
• Tensorize:Our symbolic simplification synthesis approach.

7.3 Tensor DSL Compilers
Once the code is lifted, there are a number of different Ten-
sor compilers available that can target hardware. We use 4
different compilers and evaluate their performance.
• NumPy: Runs individual operations as kernel calls. [28].
• JAX: Captures computation graph and optimizes it using

the Accelerated Linear Algebra (XLA) compiler. [18].
• PyTorch: Runs individual operations similar to NumPy,
with additional support for GPU execution. [41].
• PyTorch Compiled: Captures computation graph and

optimizes it with the PyTorch-Inductor compiler [9].

Table 1. Benchmarks used to evaluate lifting methods.

Suite Workload Benchmarks
blas [16] Linear Algebra 3
blend [6] Image Processing 12
darknet [45] Machine Learning 14
dsp [29] Image Processing 15
dspstone [58] Signal Processing 5
llama [10] Machine Learning 11
makespeare [46] Linear Algebra 1
mathfu [11] Math 12
polybench [42] Data Mining, Lin. Alg. 15
simpl_array [50] Array Programming 5
utdsp [47] Signal Processing 6
TOTAL 99

7.4 Methodology
Each method is evaluated for its ability to find an equiv-
alent high-level Tensor DSL program for the C program
input, within a 60 second timeout. Tenspiler synthesizes
programs in the NumPy DSL; MultiLevel Tactics generates
MLIR-Linalg; while MlirSynth generates MLIR-HLO. Ten-
sorize can synthesize both MLIR-HLO and NumPy. These
Tensor DSLs are at the same level of abstraction and have a
comparable set of operations but to ensure fair comparison
between lifters we evaluate all lifted code with the 4 tensor
DSL compilers described above. The performance of each
approach depends solely on the number of programs lifted,
not the Tensor DSL targeted.

7.5 Systems and Software Libraries
All runtime measurements were performed on two systems.
The first is an AMD system, with a Ryzen 9 7950X CPU with
32 threads and a Nvidia GTX 1080TI GPU. This system has
32GB of memory, clocked at 6,000 MT/s. The second system
has an Intel Core i7-7800K CPU with 12 threads and 16GB
of memory, clocked at 4,300 MT/s. All lifting experiments
were run on the AMD platform. Both systems run Ubuntu
22.04. For compiler and libraries, we use Clang 18, GCC 11.4,
Numba 0.60.0, NumPy 2.0.1, PyTorch 2.4.0 and JAX 0.4.31.

8 Evaluation
We first evaluate the impact of lifting on runtime perfor-
mance before analyzing the success rate of each lifter.

8.1 Speedups on Benchmarks
The end goal of Tensor lifting is to improve programs runtime
performance. Figure 7 shows the geometric mean speedup
for the various approaches, on 3 different platforms. For each
lifting method, we compile any resulting high level code with
the 4 Tensor DSL compilers, described in section 7.3, and
present results from the best performing of the 4 compilers
to ensure a fair evaluation. A detailed breakdown of backend
performance can be found in section 8.5
As an initial, Polly, a parallelizing compiler is able to

achieve approx. a 2× speedup on the CPU platforms, outper-
forming MultiLevelTactics on both platforms and Tenspiler
on the Intel platform.

As we move to the AMD CPU and the NVIDIA GPU, the
three synthesizers, Tensorize, Tenspiler and MlirSynth are
able to achieve increasing levels of performance. This is due
to the amount of hardware parallelism available which the
Tensor DSL compilers are able to exploit.

Tensorize consistently provides the highest speedups,
achieving an overall geometric mean speedup of 4.1× on
Intel, 11.7× on AMD, and 4102× on NVIDIA. This equates
to between a 1.7× and 4.3× improvement over the next best
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Figure 7. Speedups of lifting methods and Tensorize over LLVM-O3 on different compute devices. For each lifting method
we show the performance achieved when using the best backend Tensor DSL compiler available.
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Figure 8. Success rates of lifting methods and Tensorize on 11 benchmark suites within a 60 second timeout.

performing scheme MlirSynth. The relatively poorer perfor-
mance of the other lifting schemes, is due to their failure to
lift enough programs which is detailed in the next section.

8.2 Synthesizer Performance
The different performance of lifting-based methods is due
to varying success rates on the benchmarks, as shown in
Figure 8. MultiLevelTactics achieves the lowest success rate,
lifting just 11% of the benchmarks. This low success rate is
due to incompleteness of pattern-matching rules – a com-
mon disadvantage of rule-based methods. Further, they miss
cases, where operations are need to be composed, i.e. where
one operation enables another operation. In contrast, the
synthesis-based methods are more robust, as they work on
the semantics of a program, resulting in significantly higher
success rates.
Tenspiler, a verified lifting based method, successfully

lifts 63% of benchmarks, but it misses significant ones. In
particular, it fails on tensor contractions, as found in dsp-
stone and polybench, for which it does not have appropriate
hand-coded heuristics. These are needed to reduce its expo-
nentially growing search space to a tractable size.
MlirSynth, a method based on bottom-up enumerative

synthesis, is able to lift 76% of benchmarks. However, it
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Figure 9. Number of successfully lifted benchmarks over a
1 hour time frame.

struggles to scale to the more complex benchmarks found in
blend and polybench, as we show in the next section.

Tensorize achieves the highest success rate, lifting 96% of
benchmarks. It misses dissolve_blend_8 and gesummv be-
cause the algorithm looses time in backtracking. If the time-
out was increased slightly, it would successfully lift those,
increasing the success rate to 98% It fails on two other bench-
marks transformer_part_1 and transformer_part_2 be-
cause of currently unsupported program structures.

Increasing Timeout. To explore the methods further im-
provement potentials, we increase the 60 second synthesis
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Table 2. Statistics of Tensorize’s synthesis process, summarized for each benchmark suite. Exploration steps refers to number
of symSketch function calls in Algorithm 3.

Exploration Exploration Sketches Sketches Synthesis
Steps Backtracks Pattern Matched Algeb. Solved Time (s)

Suite Min Max Avg Min Max Avg Min Max Avg Min Max Avg Min Max Avg

blas 1 3 2.0 0 0 0.0 1 4 3.0 0 25 13.0 0.02 2.08 1.28
blend 1 6 2.8 0 73 6.1 1 20 6.9 0 4239 511.7 0.0 112.2 19.7
darknet 1 3 1.4 0 1 0.1 1 4 1.6 0 192 40.9 0.01 8.88 2.01
dsp 1 1 1.0 0 0 0.0 1 1 1.0 0 0 0.0 0.00 0.07 0.02
dspstone 1 1 1.0 0 0 0.0 1 1 1.0 0 0 0.0 0.03 0.13 0.08
llama 1 5 1.9 0 0 0.0 1 8 2.5 0 82 16.8 0.01 4.68 1.29
makespeare 1 1 1.0 0 0 0.0 1 1 1.0 0 0 0.0 0.02 0.02 0.02
mathfu 1 3 1.2 0 0 0.0 1 4 1.3 0 162 14.7 0.01 2.99 0.28
polybench 1 287 26.9 0 96 8.4 1 38 6.9 0 5094 525.0 0.02 220.78 29.13
simpl_array 1 2 1.4 0 0 0.0 1 4 2.2 0 14 5.4 0.02 3.96 1.59
utdsp 1 1 1.0 0 0 0.0 1 1 1.0 0 0 0.0 0.00 0.09 0.04

timeout to 60 minutes and show the success rates in Fig-
ure 9. Very few additional benchmarks are lifted by the other
methods, never approaching Tensorize’s success rate.

8.3 Scalability Analysis of Synthesizers
To evaluate the scalability of the different synthesizers, we
analyze their synthesis times based on the complexity of the
source and target programs as shown in Figure 10.

Loop Depth. Themaximum loop depth of the source input
program is a key complexity factor for programs contain-
ing tensor contractions which operate on multi-dimensional
tensors. As seen in Figure 10, Tenspiler is unable to scalably
synthesize when input programs contain loop nests greater
than 2, a significant limitation. Hand-crafted heuristics begin
to fail when source programs become more complex. In con-
trast, MlirSynth and Tensorize scale well with loop depth
of the source program.

Tensor Program Length. The length of a Tensor pro-
gram, defined as the number of operations, is a critical target
program metric, as longer programs are potentially more
profitable to lift. The plot shows that MlirSynth and Ten-
spiler are able to scale to DSL programs up to lengths 4 and
5 respectively, with decreasing success rates as complexity
increases. MlirSynth’s bottom-up enumeration scales expo-
nentially with target program length, which is reflected 0 in
the experimental data. Tensorize scales well even on long
programs, which is enabled by its incremental divide-and-
conquer style synthesis technique.

Overall and in contrast to othermethods,Tensorize scales
with source and target complexity making it the overall most
scalable lifting method.
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Figure 10. Scalability of Tensorize, Tenspiler, and
MlirSynth in different complexity metrics with smoothed
trend lines fitted to the data points.

8.4 Tensorize Synthesis Algorithm
Table 2 shows statistics of Tensorize’s synthesis algorithm.
The algorithm works optimally for 96 out of 99 benchmarks,
directly leading to the solution without requiring backtrack-
ing. In the remaining 3 benchmarks, it initially explored a
local optimum before successfully finding the global one.
This leads to synthesis times that are in practice linear with
the program length. Most simplification is done through the
algebraic symbolic solver, especially in the cases of more
complex benchmarks. Only a minority of simplification is
done by pattern matching. An exception are the benchmarks
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Figure 11. Detailed speedups of fastest Tensorize backend over LLVM-O3 on different compute devices.

suites dsp, dspstone and utdsp that contain simple bench-
marks, that can are pattern matched in only one exploration
step, resulting in synthesis times of under one second.

8.5 Impact of Different Backends
One of the main benefits of lifting legacy code, is that it
allows the use of a wide range of Tensor compilers that are
optimized for target hardware.
Figure 11 shows the speedups achieved by the best per-

forming Tensor DSL backend for each benchmark on the
AMD / NVIDIA platform. The detailed results show that
lifting is profitable in 97 out of the 99 benchmarks, with the
only exceptions being computationally very simple bench-
marks. For benchmarks that contain reductions and tensor
contractions, the NumPy and JAX backends give the high-
est speedups. This is because these backends map to pre-
optimized kernel libraries. JAX is further able to optimize
across operations, e.g. by fusion, enhancing performance
further in several cases. PyTorch Compiled performs best in
benchmarks that are less computationally demanding and
involve writing results back to externally allocated mem-
ory (pass-by-reference), which JAX lacks because its tensors
are immutable. The bottom of Figure 11 shows the GPU
speedups achieved relative to a LLVM-O3 CPU baseline on
the AMD platform, whereas only the computation, not the
memory transfer is timed. The results demonstrate substan-
tial speedups in the majority of benchmarks when executed
on GPU. The evaluated JAX’s and PyTorch’s GPU backends

use highly parallel execution and pre-optimized kernel li-
braries, which are very profitable to use, especially for com-
putationally intensive tasks such as tensor contractions.

9 Related Work
Program Synthesis. Program synthesis is the task of syn-

thesizing programs that satisfy a given specification. A com-
mon way of tackling this is enumerative search, guided by
syntactic templates [7, 14, 25, 40, 53].
A popular way of reducing the search space is to use

sketches provided by the user, guessing complete programs
and checking them against the specification [52]. Our ap-
proach generates sketches, automatically checks iteratively
whether partial programs might be correct, and never has to
check a complete program against the full specification.
Dillig et al use a symbolic solver to check whether there

exists a completion to a partial program that would sat-
isfy the specification, and use that information to guide the
search [22, 24]. CEGIS-T [2] synthesizes program sketches
and then uses a symbolic solver to fill holes in the sketch,
but these holes are limited to constants, and so, unlike our
technique, sketches cannot be nested. DeepCoder [13] uses a
neural network to predict program sketches, which are then
filled in with enumerative synthesis, but their approach, in
contrast to our symbolic reasoning, requires a significant
amount of training data.

Enumerative Synthesis in the Tensor Domain. Syn-
thesizing tensor programs is considerably more challenging
than the list or string processing problems classically studied
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in program synthesis. Recent work has explored bottom-up
synthesis which finds programs that are equivalent on con-
crete input/output (IO) examples using enumerative search.
TF-Coder [48] raises IO examples to the TensorFlow DSL,
ranking candidates with neural networks. MlirSynth [20]
raises programs from lower-level MLIR dialects to higher-
level ones, using an algorithm similar to TF-Coder and heuris-
tics derived from static program analysis. C2TACO [36] sim-
ilarly raises programs from C to the TACO DSL [32]. In
contrast, Tensorize synthesizes a symbolically equivalent
program in the tensor language. This equivalence holds for
all possible inputs, not just specific examples, providing a
robust and sound approach to program synthesis.

Verified Lifting. The use of program synthesis to derive
programs from a specification has widely been explored be-
fore [23, 49]. The approach of using a low-level program as
the specification and targeting a high-level DSL was real-
ized by Helium, a tool transforming loop implementations
of stencils into the Halide DSL [37, 44]. This concept was
further applied to different domains, e.g. Casper, which lifts
sequential Java implementations to MapReduce paradigms
that can be efficiently executed using Hadoop [4, 5].
This approach has been applied to the tensor domain

where Tenspiler [43], synthesizes a loop invariant and trans-
lates it to a Tensor DSL program. To mitigate exponentially
scaling synthesis times, Tenspiler uses strong heuristics that
limit its generalization. In contrast, our approach scales over
complex programs by solving the synthesis problem through
incremental simplifications.

Compiler Optimization with E-graphs. E-graphs have
proved effective in representing large rewrite spaces effi-
ciently. Even so the size and number of terms grows expo-
nentially with program depth [54, 57].
Tensorize achieves scalability by using a symbolically

guided search. Further, e-graphs require the source and tar-
get to be in the same language, and our problem necessarily
requires them to be in different languages, so to use e-graphs
we would need to translate both into a common representa-
tion. Additionally, in contrast to e-graphs, Tensorize does
not need a fixed set of user-provided rewrite rules, as it relies
on symbolic equivalences.

Compiler Optimization for Tensor Programs. Polyhe-
dral analysis has been widely applied to optimize tensor pro-
grams, targeting data access locality for more efficient use of
cache hierarchies, and targeting for parallelism [17, 26]. This
has also been applied to GPU code generation [12, 55, 56].
A recent work, Polygeist enables polyhedral optimizations
for C code through the MLIR compiler [35], making them
available to further use cases.

While polyhedral optimizations enable schedule optimiza-
tions on the loop statement level, Tensorize enables a larger
class of optimizations by raising to high-level DSLs, such as

high-level algebraic rewriting, fusion, and usage of vendor-
optimized kernel implementations.

10 Conclusion
This paper presented Tensorize, a program synthesizer that
automatically lifts C and Python code into equivalent Tensor
DSL counterparts, using a novel program synthesis method
based on symbolic traces, sketches and simplification.
We show that Tensorize’s symbolic synthesis method

scales well, in practice linearly for most benchmarks, with
the complexity of synthesized programs, outperforming all
previous techniques.

Future work will investigate data-dependent control-flow
and explore the use of machine learning for sketch genera-
tion and selection in order to further reduce synthesis time.

Data-Availability Statement
The source code, benchmarks, evaluation, and automated
scripting are publicly available on Zenodo, allowing experi-
mentation and reproducibility [19].

A Artifact Appendix
A.1 Abstract
This artifact contains the source code of Tensorize, evalua-
tion benchmarks, and the scripts used to generate the plots
shown in Figures 7-10. We provide an automated pipeline to
build Tensorize, run synthesis experiments, and plot results.

A.2 Artifact Check-List (Meta-Information)
• Algorithm: A sketch-based program synthesis for lifting
code to Tensor DSLs.
• Compilation: Docker is used to build and run the artifact.
In our tests, we used Docker version 26.1.3.
• Data set: Benchmarks from related work and open-source
software repositories are used: PolyBench, blas, blend, dark-
net, dsp, dspstone, llama, mathfu, makespeare, simple_array,
utdsp.
• Run-time environment: Ubuntu 22.04 as OS.
• Hardware: Modern Multi-core CPU (In our experiments,
an AMD 7950X with 32 threads) and at least 32 GB memory.
• Metrics: Synthesis time, Speedup over baseline.
• Output: Synthesized program files, CSV for metrics, PDF
for plots.
• How much disk space required (approximately)?: 30
GB.
• How much time is needed to prepare workflow (ap-
proximately)?: 5 minutes.
• Howmuch time is needed to complete experiments (ap-
proximately)?: approx. 2 hours on a CPU with 32 threads.
• Publicly available?: Yes.
• Code licenses (if publicly available)?: MIT License.
• Data licenses (if publicly available)?: Please refer to
licenses of individual benchmark suites.
• Development repository: https://github.com/alexanderb14/

tensorize
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• Archived (provide DOI)?: https://doi.org/10.5281/zenodo.

14095398

A.3 Description
A.3.1 How Delivered. The artifact is provided as a zip archive
on Zenodo for persistent storage and versioning. A Docker-based
setup allows straightforward installation and execution, which is
described in A.4 and A.5.

A.3.2 Hardware Dependencies. Experiments were conducted
on an AMD 7950X multi-core CPU (32 threads), 64 GB @ 6000
MT/s memory. Similar hardware is recommended to obtain results
similar to the plots.

A.3.3 Software Dependencies. Docker is the only required soft-
ware on the host system. Tensorize mainly builds on MLIR, JAX,
and SymPy, which are automatically installed. For a non-Docker
setup, which is useful for development purposes, use the follow-
ing commands to first build the dependencies and then build the
Tensorize project.

./ build_tools/build_dependencies.sh

./ build_tools/build.sh

A.3.4 Data Sets. Benchmarks are stored as MLIR files in the
benchmark directory, categorized by benchmark suite.

A.4 Installation
Download the file from Zenodo using a web browser, then unzip it.

A.5 Experiment Workflow
a) Fully Automated. The following command automatically

sets up the docker environment, runs the synthesis experiments,
and plots the results. Plots and synthesized programs are stored in
the out directory.

./ run_all.sh

b) Manual. Alternatively, for a step-by-step setup, start with
building the docker image:

docker build -t tensorize -artifact -f Dockerfile .

Then, create and mount an out directory on the host, and start an
interactive terminal session. We recommend creating and mounting
the out directory on the host OS, so it can access and open the
plots using host system software.

mkdir out

docker run -v $(pwd)/out:/root/out \

-it tensorize -artifact

Inside the container, start the synthesis experiments with:

python benchmark/run.py

Finally, results can be plotted with the below command, which
will produce PDF files in the out directory.

Rscript benchmark/plot.R

A.6 Evaluation and Expected Result
The resulting plots in the out directory should match Figures 7-10,
assuming experiments are run on hardware similar to ours.
ls out

figure_7.pdf figure_8.pdf figure_9.pdf

figure_10.pdf stats.csv synth

A.7 Reusability and Experiment Customization
Tensorize is reusable in various aspects. Users can synthesize
custom programs beyond the evaluated benchmarks, target alter-
native domain-specific languages (DSLs) other than the evaluated
NumPy DSL, and integrate Tensorize as a component within their
MLIR-based compilation flows.

The entry point for running Tensorize individually, outside of
the evaluation flow, is the script tensorize/main.py. This script
provides several configuration options for users to adapt the syn-
thesizer to their needs. Below is an excerpt, summarizing the main
options:
python tensorize/main.py --help

--program Specifies the MLIR file of the source

program to synthesize.

--synth_out Specifies the output file for the

synthesized program.

--target Defines the target DSL.

(default: numpy)

...

The following shows two example use cases for customization,
along with corresponding Tensorize invocations.

Synthesizing Custom Programs. To synthesize custom pro-
grams outside the evaluated benchmarks, invoke Tensorize di-
rectly with the desired source program. Source files can originate
from other MLIR-based tools or be modified versions of the bench-
marks available in the benchmark directory.

Assuming the source file is original.mlir, the command below
synthesizes an equivalent NumPy DSL program, which is then
saved as synth.py.
python tensorize/main.py --program original.mlir

--synth_out synth.py

Synthesizing Programs in a Different Target DSL. To target
a DSL other than NumPy, use the –target parameter. Besides the
evaluated NumPy, we also tested theMLIRHLO dialect, which is the
input language for XLA, the backend compiler used in TensorFlow
and JAX. HLO integrates seamlessly with the MLIR compiler infras-
tructure, making it a good fit for building end-to-end MLIR-based
compilation flows.

For example, synthesizing the file original.mlir into the MLIR
HLO dialect and saving the synthesized program as synth.mlir
can be achieved with the following command.
python tensorize/main.py --program original.mlir

--synth_out synth.mlir

--target hlo
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